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Optimal Estimation
XXX Shannon lecture, presented in 2009 in Seoul, South Korea
(extended abstract)
 J. Rissanen

1 Prologue

The fi rst quest for optimal estimation by Fisher, [2], Cramer, 
Rao and others, [1], dates back to over half a century and has 
changed remarkably little. The covariance of the estimated pa-
rameters was taken as the quality measure of estimators, for 
which the main result, the Cramer-Rao inequality, sets a lower 
bound. It is reached by the maximum likelihood (ML) estima-
tor for a restricted subclass of models and asymptotically for 
a wider class. The covariance, which is just one property of 
models, is too weak a measure to permit extension to estima-
tion of the number of parameters, which is handled by various 
ad hoc criteria too numerous to list here. 

Soon after I had studied Shannon’s formal defi nition of in-
formation in random variables and his other remarkable per-
formance bounds for communication, [4], I wanted to apply 
them to other fi elds – in particular to estimation and statis-
tics in general. After all, the central problem in statistics is to 
extract information from data. After having worked on data 
compression and introduced arithmetic coding it seemed evi-
dent that both estimation and data compression have a com-
mon goal: in data compression the shortest code length cannot 
be achieved without taking advantage of the regular features 
in data, while in estimation it is these regular features, the un-
derlying mechanism, that we want to learn. This led me to in-
troduce the MDL or Minimum Description Length principle, 
and I thought that the job was done. 

However, when starting to prepare this lecture I found that it 
was diffi cult, for I could not connect the several in themselves 
meaningful results to form a nice coherent picture. It was 
like a jigsaw puzzle where the pieces almost fi t but not quite, 
and, moreover, vital pieces were missing. After considerable 
struggle I was able to get the pieces to fi t but to do so I had to 
alter them all, and ignore the means and concepts introduced 
by the masters mentioned above. The result was separation of 
estimation from data compression, and we can now defi ne op-
timality for all amounts of data and not just asymptotically. 

2 Modeling Problem

The modeling problem begins with a set of observed data 
Y5 5yt:t5 1, 2, c, n6, often together with other so-called 
explanatory data Y, X5 5 1yt, x1,t, x2,t, c2 6. The objective is 
to learn properties in Y expressed by a set of distributions 
as models 

5  f 1Y|Xs; u, s 2 6. 

Here s is a structure parameter and u 5 u1, c, uk1s2 real- valued 
parameters, whose number depends on the structure. The 
structure is simply a subset of the models. Typically it is used 
to indicate the most important variables in X. (The  traditional 
name for the set of models is ‘likelihood function’ although no 
such concept exists in probability theory.) 

The most important problem is the selection of the model 
class, but since its optimal selection is non-computable there 
is little we can say about it. It is clear that when picking it we 
must take into account the general type of the data, the sensi-
tivity of the models with respect to the parameters, which is 
an issue in the so-called robust statistics, and so on. 

To simplify the notations we write the data as x with the un-
derstanding that the models are distributions on Y or condi-
tional distributions on Y given the explanatory data X if they 
too are observed. (In the fi rst reading put just x5Y ). We also 
consider only structures determined by the number of param-
eters so that we already fi x the sequence uk5 u1, c, uk, also 
written as u. We then have the two model classes 

Mk5 5  f 1x; u, k 2 :u [ Vk6,  k # n

 M5 d
K

k50

Mk,  K # n

depending on whether we are considering the number of pa-
rameters fi xed or if it, too, is to be estimated. The latter class 
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Just as a horse is born to race, 
a bull–to plough the land,

a dog–to trace, so a man is born
for two matters–for cognition and

action as a certain mortal God.
Aristotle

Introduction

The whole epoch of the development 
of communications, radio engineer-

ing and radio physics is linked with the name of Academician 
Vladimir Aleksandrovich Kotelnikov. His largest scientific 
achievements such as the invention of the sampling theorem, 
the creation of potential noise immunity theory, as well as the 
development of planetary radars, have all made a deep impact 
on scientific progress.  

Kotelnikov was both an outstanding scientist and teacher. He 
greatly contributed to the organization of scientifi c studies in the 
USSR on many contemporary disciplines of radio engineering and 
radio physics. He established two large centers, the Special Design 
Bureau of the Moscow Power Engineering Institute (SDB MPEI) 
and the Institute of Radio Engineering and Electronics of the Rus-
sian Academy of Sciences (IRE RAS).

His life was fi lled with cognition and action completely corre-
sponding to the concept about the mission of man formulated by 
Aristotle in the above epigraph.

Biographic Sketch

Vladimir Aleksandrovich Kotelnikov was born on September 
6, 1908 in Kazan. His father Alexander Petrovich Kotelnikov – 
a known Russian scientist in the fi eld of mathematics and 
 mechanics – was a Professor at Kazan University.

In 1930, V.A. Kotelnikov graduated from the radio engineer-
ing faculty of MPEI and began his postgraduate study at MPEI. 
In 1941, he became associate professor of MPEI and joined the 
Central Telecommunication Research and Development Insti-
tute (ZNIIS).  

Fundamental radio communication problems at once fell 
within his view. In 1932, he prepared the report «On transmis-
sion  capacity of an ether and a wire», where he formulated his 

 sampling  theorem – one of the fundamental theorems of commu-
nication theory. The report was published in 1933. 

In the 1930s, at the initiative of Kotelnikov and under his man-
agement, single side band radio equipment was developed 
and put into operation for the radio link between Moscow and 
Khabarovsk.

In 1938, Kotelnikov was granted his Master’s degree in elec-
trical engineering. In 1939,  Kotelnikov started research and 
development of equipment for crypto protection of telegraph 
and telephone circuits. In early 1941 he created a prototype of 
the speech converter similar to the  vocoder invented in 1939 
by the American engineer H. Dudley, and in June–three days 
before the beginning of World War II (WWII)–he submitted a 
classified scientific report which for the first time defined con-
ditions for undecipherability of a crypto system. He also de-
fined technical principles for construction of cryptographically 
secure systems.

During WWII, under the guidance of Kotelnikov a ciphering 
system for telephone circuits was developed, which was not 
deciphered until 1946. It was widely used by the army to  com-
municate between Moscow and the soviet delegation, and was 
used during the acceptance of the German capitulation in May, 
1945. In 1943 and 1946, Kotelnikov and his collaborators were 
awarded Stalin’s Prize of the fi rst degree for the development 
of the voice ciphering equipment. Issues of cipher security were 
also  studied by Claude Shannon, whose theoretical results were 
presented in the classifi ed report «A Mathematical Theory of 
Cryptography» in 1946.

In 1944, Kotelnikov returned to MPEI where he established the 
Department of Theoretical Fundamentals of Radio Engeneering. 
Kotelnikov was the head of this department from 1946 until he 
was elected full member of the USSR Academy of Sciences in 1953, 
after which he still continued his pedagogical activity.

After the end of the WWII (December 1946), Kotelnikov submitted 
the doctoral thesis «A Theory of Potential Noise Immunity» to the 
MPEI academic council. It was successfully defended in January 
1947 and became one of the milestones of modern communication 
science and brought to him world fame.

Kotelnikov also established one of the largest domestic science cen-
tres – Special Design Bureau (SDB MPEI). For a number of years 
he was the SDB chief designer and supervised many important 
developments. Scientists at SDB MPEI developed multi-channel 
radio telemeter systems for national rockets, space vehicles, active 
radar systems, high-precision goniometric systems, and the fi rst 
space television system. 

In 1953, by the initiative of Academician A.I. Berg, the Institute 
of Radio Engineering and Electronics of the USSR Academy of 
Science (IRE RAS) was established, with Berg as Director and 
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 Kotelnikov as Deputy Director. In 1954, Kotelnikov became the 
Director of the IRE RAS. After some years this Institute became 
the largest scientifi c centre in the country on the problems of radio 
engineering and radio physics. 

At the IRE RAS, Kotelnikov together with Academicians 
 Guljaev (the IRE RAS Director after Kotelnikov) and Devyatkov 
devoted attention to studying the theoretical basis of microelec-
tronics, optoelectronics, super-conductivity, semi-conductivity, 
acousto-electronics and magneto-electronics. IRE RAS scien-
tists also  carried out basic research in fi ber optic communica-
tion systems, radio physical methods for exploration of Earth’s 
natural resources, application of radio electronics in medicine, 
and automation of scientifi c studies.

Kotelnikov initiated and supervised studies on a planetary ra-
diolocation and radiation study of Solar system planets and the 
Space. The complex radio system allowed unique scientifi c stud-
ies to be performed. In the early 1960s, Kotelnikov together with 
his students and colleagues developed a radio system enabling 
extremely accurate distance measurement in radar astronomy.  It 
resulted in corrections to the astronomical constant (distance be-
tween Earth and Sun) and the dimensions of Solar system.

The fundamental research at IRE RAS led to the fi rst mapping of 
the surface of Venus. In 1964, he together with his team of col-
leagues was awarded the Lenin’s Prize for their work in the fi eld 
of the planetary radiolocation. In 1984 – 1992, studies on the ac-
curacy of the relativistic theory of planets movement were carried 
out under Kotelnikov’s scientifi c guidance. 

In 1987, Kotelnikov resigned from the position of the IRE RAS Direc-
tor and became the Director Emeritus. Until his death, he remained 
as a Chairman of the IRE Academic Council and ran all its sessions. 

Kotelnikov received many scientifi c awards. The International In-
stitute of Electrical and Electronic Engineers (IEEE) awarded him 
the IEEE 1973 Award in International Communication in honor 
of Hernand and Sosthenes Behn for fundamental contributions to 
communication theory and practice, and for pioneering research 
and leadership in radar astronomy. Presidium of the USSR Acad-
emy of Sciences awarded Kotelnikov the 1974 Popov Gold Medal 
for contributions to basic research in the fi elds of communication 
theory and planetary radiolocation, the 1981 Lomonosov Gold 
Medal (the Academy’s highest award) and the 1987 Keldysh 
Gold Medal.

For his rigorous pioneering proof of the famous sampling theo-
rem Kotelnikov was awarded the international 1999 Edward 
Rhein Prize from Germany’s Edward Rhein Foundation. For 
his contributions to communications he was awarded the IEEE 
2000 Gold Medal of Alexander Graham Bell, and also the hon-
orable IEEE Third Millennium Medal. Prof. Bruce Eisenstein, 
the President of the IEEE, characterized him as «The outstand-
ing hero of the present. His merits are recognized all over the 
world. In front of us is the giant of radio engineering thought, 
who has made the most signifi cant contribution to media com-
munication development».

Kotelnikov was one of the founders of the Russian Scientifi c and 
Technical Society of Radio Engineering, Electronics and Com-
munication named after A.S. Popov, and was the chairman of 
its Board for many years. Kotelnikov was also a member of the 

Polish, Czechoslovak, Mongolian, Bulgarian and German Acad-
emies of Sciences, IEEE Honorable member, and vice-president 
of the International Academy of Astronautics. From 1969 till 
1988 Kotelnikov was vice-president of the USSR Academy of 
Sciences, and chaired a number of its councils.  For many years 
Kotelnikov was the editor-in-chief of journals «The Radio Engi-
neering and Electronics» and «The Bulletin of the USSR Acad-
emy of Sciences».  

Vladimir Aleksandrovich Kotelnikov died on February 11, 2005.

His Scientific Contribution 
to Communications Theory

The sampling theorem was  published by Kotelnikov in 1933. 
According to this theorem any function with a spectrum limited 
by frequency F may be represented by the samples taken at 1/2F 
time intervals. Independently, this theorem was invented by 
English mathematicians E.T. Whittaker and J.M. Whittaker at the 
beginning of 20th century, and discovered by Claude Shannon 
in 1949. 

Another of Kotelnikov’s largest scientifi c achievements was devel-
oping the theory of potential noise immunity.  It enabled engineers 
to theoretically synthesize optimum signal processing and receiv-
ing devices for different environments and to determine their fea-
sible qualitative characteristics. American and English scientists 
A.J. Siegert, D. Middleton, P.M. Woodward and I.L. Davis also 
independently and greatly contributed in the development and 
popularization of this theory.

In his PhD thesis, he solved the problem of synthesis of the opti-
mum receiver (i.e. the optimum algorithm for processing of the 
received signal) given the waveform of the transmitted signal and 
statistical noise characteristics, and developed the methodology 
for determination of the optimum receiver noise immunity. His 
small book (only 150 pages) contained many deep ideas which led 
to a new approach to building signal receivers.

In 1959 Kotelnikov’s translated book was published in the USA. 
In a book review Prof. N.M. Abramson from Stanford Univer-
sity highlighted Kotelnikov’s priority in the theory of optimum 
signal reception, in the application of multidimensional geom-
etry for interpretation of problems associated with signal recep-
tion against the background of the noise, and also in studies of 
nonlinear fi ltering of signals against the background of  non-
uniform noise.

Conclusion

According to A.Einstein the most objective criterion for the va-
lidity of a scientifi c theory is its «inner perfection and external 
justifi cation». The aesthetic criterion is the deeper and more com-
plex criterion for estimation of scientifi c achievements from the 
«inner perfection» point of view. It is based on an intuitive feel-
ing of beauty. 

Kotelnikov’s theory of potential noise immunity had «inner per-
fection» in that sense.  This  theory has also been further devel-
oped by many researchers and applied to many practical prob-
lems. Thus, it has also received external justifi cation.

But one more aspect should not be overlooked when considering 
scientifi c achievements. It is necessary to remember their creators’ 
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GOLOMB’S PUZZLE COLUMNTM 

Some Partition Problems Solutions 
Solomon W. Golomb

A. 1. Pk̄(n) =
(
n+k−1

n

)
. This is the number of solutions of x1 + x2 + . . . + xk = n where the xi’s are

non-negative.

2. pk̄(n) =
(
n−1
n−k

)
. This is the number of solutions for the same equation, but with each xi ≥ 1,

and can be obtained from the previous case by starting each of the xi’s at 1, thus reducing n to
n− k.

B. 1. p2(n) = �n
2 �, since for each m, 1 ≤ m ≤ �n

2 � we have n = m+(n−m) as distinct partitions into
two parts. (Here �x� is the largest integer ≤ x.)

2. P2(n) = n− 1, because now we count n = m + (n−m) for each m with 1 ≤ m ≤ n− 1.

3. p′2(1) = 0, p′2(2) = 1, and for all n ≥ 3, p′2(n) = 1
2φ(n). (See the next answer for details.)

4. P ′2(n) = φ(n) for all n > 1, where φ(n) is Euler’s phi-function, because here we count each
m, 1 ≤ m ≤ n− 1, such that g.c.d. (m, n) = 1, in the expression n = m + (n−m).

5. For all the representations n = a + b + c with a ≥ b ≥ c we get distinct partitions of n + 1 with
n+1 = (a+1)+b+c. In addition, for all n ≥ 4, there will be at least one partition n = a+b+c
with a > b ≥ c, from which n + 1 = a + (b + 1) + c will be an additional partition of n + 1.

6. If n ≥ 6 is composite, we will have p′3(n) < p3(n), because at least one partition n = a + b + c
will have a prime factor of n which divides all three of a, b, and c. Suppose n+1 is prime. Then
if n + 1 > 5, n will be composite, so invoking the result in the previous problem, p3(n + 1) >
p3(n) > p′3(n). Thus for prime q > 5, p3(q) = p′3(q) exceeds p′3(q − 1) by at least 2; and by
the monotonic property of p3(n), p′3(q) will exceed p3(m) for all m < q − 1 by an even greater
amount than 2.

7. Having looked at p′3(n) for n ≤ 32, I noticed that p′3(n) is always even for n > 4. This is
somewhat surprising since p(n) takes both even and odd values quite regularly. My conjecture:
“p′3(n) is even for all n > 4” follows from 9. below.

8. You can use either p3(n) = {n2

12} or p3(n) = �n2−4
12 �, where {x} is the integer nearest to x, and

�x� is the smallest integer ≥ x.

9. I have observed that for all n > 3, p′3(n) = n2

12 ·
∏
p|n

(1− 1
p2 ), where the product is extended over

all the distinct prime divisors p of n. (Compare the relationship between p2(n) and p′2(n) in
problems 1. and 3. of this section, remembering that φ(n) = n

∏
p|n

(1− 1
p).)

huge amount of selfl ess work, the work that fi lls their life.  German 
philosopher F. Nietzsche wrote: «Each serious work has a moral im-
pact upon us. Our effort done to concentrate the attention on a given 
theme could be compared to a stone thrown into our inner life: the fi rst 
circle has the insignifi cant area, than the number of alternating circles is 
increasing and their area expanding». 

The life of the outstanding Russian scientist V.A. Kotelnikov is the 
bright acknowledgement of this important and deep thought.

1. Mark Bykhovskiy, Pioneers of the Informational Era/His-
tory of Communication Theory Development, Technosphera, 
 Moscow, 2006.
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